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Presentation Notes
Hello everyone thank you for attending my presentation, I’m going to talk about some research we have been conducting on non-stationarity in modelling of land use in Swiss mountain parks and how this links to scenarios for deliberative transformation. 
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Presenter Notes
Presentation Notes
So I want to start my presentation at more of a macro level with an overview of what the modelling of scenario’s usually entails when we are talking about socio-ecological systems. 

As you can see from this visualization typically we start with some realization or quantification of an aspect of the system in it’s current state. There are many aspects that we might try and model but for the purpose of this research I’m going to be talking about land use and land cover. 

 From this starting point of the current system state, we then want to model how the state will change under different scenario’s and doing this through time we produce pathways of system development until we arrive at the end of our simulation with multiple possible future system states. Or in this case future distributions of land use and land cover. 
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Presentation Notes
But how do we actually perform these future simulations? 

Well often this is done with some kind of explanatory model which captures the dynamics of the systems behavior in space and time. 

In the age of big data these explanatory models are often predictive statistical models that have been calibrated and validated on historical data for our variable of interest. 
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Presenter Notes
Presentation Notes
Then when it comes to modelling future scenarios these statistical models are then utilized with scenario specific data often that has been projected for future time points. 

And at this point it’s important to make a distinction between this general type of scenario simulation and trying to simulate deliberative transformation. 

In this , we hcaseave typically have a preconceived notion of what is a desirable end state of the system and we are trying to understand the changes needed to arrive at that state. So the data we feed our models may be specifically created to test possible changes.  
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Predictive models

• Models are trained on historic data 
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time
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Presenter Notes
Presentation Notes
However there is an issue with this approach, which is that by virtue of only having historic data to work with we have to assume that as we move forward into the future the relationships or dynamics that are captured by our statistical models remain stationary in time i.e., that they will not change. 

This assumption cannot hold logically especially because if we have access to historical data from multiple time periods we can quantitatively demonstrate that model relationships have changed and are therefore non-stationary. 

This is a problem for our future predictions because this non-stationarity will lead to decreased model performance and increased uncertainty of predictions especially if the non-stationarity is strongly related to variables which are central to the scenarios that we are testing. 

Of course, for the same reason that we do not have future data we can’t predict the direction of future non-stationarity however we can at least identify the non-stationarity we see in our historic data and try to account for this in our modelling and scenarios. 

So the rest of this presentation I’m show what this might look like.  
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Figure adapted from Hodler 2022
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So I’ve talked about characterising non-stationarity and now I want to give a short overview of what types of non-stationarity we might see affecting our predictive models

Firstly I should say that in Machine learning jargon non-stationarity is more often referred to as ‘drift’  and when we see a reduction in model accuracy over time or space this might actually be the results of two different major types of drift. 

If we consider that our predictive model is essentially giving the probability of our output y given the input x 
 
Then one form of drift that may be occurring is Data drift of which there are two forms: Label drift and feature drift, with the former shift in the distribution of our output data (i.e. the probability of the classes of Y.)

Whereas the latter is a shift in the distribution of our independent variables i.e. a shift in the probability of x. 

Importantly in both of these cases we are not seeing a shift in the fundamental relationships 

On the other hand we have can have concept drift and in this case we are seeing a real change in the phenomenon or behavior we are modelling and in this case there is a change in P Y X

However, the presence of data drift can confound our understanding of concept drift 

In the context of scenario modelling the concept drift is the most important so I’m going to highlight this using a small case study. 
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Presentation Notes
I’m going to focus on a case study that is part of the research project I’m involved in which is called ValPar.CH.

In ValPar.CH we are researching the added value of functioning Ecological Infrastructure for Switzerland by the year 2060 with our focus areas being four regional nature parks 
One of which is the Parc Gruyere Pays D’Enhaut in the South west of the country.  
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Presenter Notes
Presentation Notes
As part of our research we will simulate changes in land use, ecosystem services and biodiversity in time and space under 5 scenarios but today I will focus just on the modelling of land use change. 
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Presenter Notes
Presentation Notes
I don’t have time to detail the entire process of the land use change modelling we will use so I will focus just on the statistical modelling component that allows us to explore non-stationarity. 

We started with land use data for four historic time points which originally had 72 classes and to make this more manageable we aggregated to 10 land use classes. 

We then combined the land use data with data for a range of socio-economic, biophysical and focal land use predictor variables which gave us datasets of land use suitability for each of the 10 classes for each time point so 40 datasets in total. 

Then in terms of the actual modelling we used the Random Forest algorithm to produce a supervised classification model for each dataset.  
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LULC class 1985 1997 2009 2018 Avg. % difference
Urban 1.16 1.38 1.5 1.63 0.157
Static 7.23 7.19 6.91 6.77 0.153

Open Forest 6.67 6.77 8.53 7.97 0.433
Closed Forest 31.48 33.01 31.91 32.87 0.463

Shrubland 8.32 7.91 7.76 7.78 0.180
Intensive Agriculture 0.26 0.27 0.12 0.11 0.050

Alpine Pasture 35.1 34.13 33.88 33.6 0.500
Grassland 9.7 9.28 9.35 9.23 0.157

Permanent crops 0.08 0.06 0.04 0.03 0.017

Coverage of LULC classes as % of total area of park Gruyère Pays-d'Enhaut

Presenter Notes
Presentation Notes
Just to quickly highlight the possibility of the two forms of Data drift, 

We can easily identify label drift by looking at the change in the distribution of classes in the data over time which is shown for the 10 land use classes over the four time points in this table and from the last column in red we can see that the average percentage difference between each time point across the classes is less than 0.5% so in this circumstance we are not really seeing label drift take place. 
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Presenter Notes
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As for feature drift, In a similar manner we can look at the density distributions of the various predictors over time to get a visual understanding of the differences in overlap and as I’ve highlighted here for some variables, particularly climatic variables such as average annual precipitation we can see some drift. However, a lot of the variables we used for modelling are static in nature such as elevation, slope and aspect etc. so this is not so important. 
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Presenter Notes
Presentation Notes
Then onto concept drift which as I said is the most important in the context of scenario modelling 

Firstly, there is the question of how can we quantify any changes in the relationships between the outcome Y and the independent variables. 

Well one means of doing this is to look at the partial dependence plots which show how the average prediction probability of the outcome variable changes across the values of a given predictor variable whilst marginalizing over all the other predictors. 
This profile is for elevation as predictor and in this case the dependent variable was the closed forest land use class. 
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Presenter Notes
Presentation Notes
If we are interested in concept drift we can plot the partial dependence profiles for our multiple models when fit using the same data against each other

As you can see on this figure we have one line for each time period that was modelled and differences in the curves represent differences in the model relationships and hence concept drift. 
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Presenter Notes
Presentation Notes
As mentioned these curves are for a single predictor and of course we have typically have many, some of which may exhibit more drift than others. 
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Presenter Notes
Presentation Notes
But while visually comparing the curves is useful summary if we want to make comparisons between predictors and different dependent variables we can go one step further and capture the difference between profiles as a number. 

We can do this by calculating the square of the mean square difference between the Partial dependence profiles. This is similar to the rRoot mean square error approach. And requires that the profiles be discretized into bins and then we calaculate the difference between the profiles at the discretized points before averaging across the profile. 

This measure is unitless and has a minimum value of 0 which would indicate perfectly overlapping profiles so greater values equate to greater dissimilarity. 





The measure of model drift is square root of the mean square difference (RMSD) between the Partial dependence Profiles
# (i.e.) PDP plots for each predictor. Similar to the Root Mean Square Error (RMSE) minimum value of RMSD is 0 which would indicate a perfect overlap in the PDP profiles, greater values indicate a greater dissimilarity.
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Presenter Notes
Presentation Notes
Given that we were multiple land use class and we had several models (time periods) to compare for each I can only present a limited summary of what we observed by calculating this modelling drift values. 
 
This figure shows the average model across the time periods as compared to the final period model (2009-2018) for certain predictors separated by the LULC class being modelled. 

From this we can see that there are some substantial differences in drift between the predictors and some clear consistencies across the land use classes

The predictors that showed consistently high drift were Distance to lakes, elevation, distance to rivers and topographic aspect, hillshade and distance to roads.  
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• Scenarios for deliberative 
transformation simulated top-
down (i.e. planned changes to 
specific aspects in the system)

• Proscribing changes often based 
on historically characterized 
relationships

• Ignoring change in these 
relationships (exemplified by 
concept drift) increases 
uncertainty of results = flawed 
recommendations. 

Presenter Notes
Presentation Notes
So now I want to put the focus of these examples of characterising non-stationarity back into the context of scenario modelling for deliberative change

As I said at the start of the presentation the simulations of scenarios for deliberative transformation require planned changes to the system and as such are a form of top down simulation. 

These proscribed changes often devised based upon our knowledge of the system in it’s present state included historic characterisations of the systems dynamics or relationships. 

And hence if we ignore the fact that these relationships are non-stationary might lead to flawed conclusions or recommendations.

As such there needs to be something of a feedback loop between those devising scenarios and those doing the modelling focusing on what relationships are perhaps the most uncertain in the system and how this should be considered in the narratives and the data chosen for the scenario’s.  
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Figure adapted from Dral and Samuylova 2020
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Presenter Notes
Presentation Notes
The good news is that there means by which modellers can help address concept drift which is a form of epistemic uncertainty. 

The first step of course is to take the time to identify it in the first place, which should be part of the model calibration stage then to adapt the predictive models used to try and mitigate it. 

In the case of temporal concept drift which I have shown today there have been numerous examples of adaptations to popular machine learning techniques specifically intended to deal with this for example in the case of random forests which I used there is the streaming Random forests algorithm. 

For spatial non-stationarity there is the possibility to  use specific predictive models corresponding to different spatial regions which exhibit different relationships. 

This spatial approach has been explored in land use change modelling but the temporal non-stationarity is a novel research direction so hopefully we see some progress on this in the future.    
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Presenter Notes
Presentation Notes
So with that 

 I would like to say thank you for listening and I’m happy to take any questions you might have. 

https://plus.ethz.ch/
https://valpar.ch/index_de.php
https://www.researchgate.net/profile/Benjamin-Black-5
https://twitter.com/Blen_Back
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